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Abstract. The work demonstrates a formal approach of creating a reduced cost-effective computational
model of the complex physical phenomena of high velocity impact of a missile upon the woven textile
target. A model earlier developed by us in LS-DYNA finite element system has been employed as a
reference model. The internal structure of the reference model was based on the mathematical
representation of all contact interactions among the yarns of the woven structure. The reference model
required time-consuming calculations, which were carried out by means of the explicit time integration
scheme in LS-DYNA. The internal structure of the model synthesized in this work by using ANSYS
finite element system was essentially simpler as it presented the woven structure by means of the girder,
the interactions between nodal points of which were expressed by using elastic, viscous and friction link
finite elements. Only contact interactions of the surface of the missile against the girder needed to be
determined during each time integration step. The mathematical expression of mutual adequacy of the
two models was based on the comparison of the response of the reduced model against the response of the
reference model by means of appropriately constructed penalty functions. The task of the synthesis of the
reduced model has been presented as an optimization problem, the optimization parameters of which were
unknown parameters of the reduced model such as equivalent geometric and physical parameters of the
rods of the girder and link element characteristics.
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1 Introduction

Finite element techniques in principle enable to analyse structures of any level of complexity, including
their essentially non-linear behaviour, peculiarities of internal texture, etc. [4]. However, highly adequate models
are often generated on expense of very complex structures, huge dimensionalities and internal interactions,
which require very large and often prohibitive amounts of computational resources. Building simplified
(reduced) computational models is a common practice enabling to obtain solutions with practically acceptable
costs.

Ballistic protection models of textiles are based on the analysis of high-velocity impact, which is
concentrated in a comparatively small zone of a fabric. However, for the correct representation of the process,
large pieces of cloths and packages have to be modelled [1, 2]. For this purpose, the woven structure can be
represented by using models of different levels of detalization. Woven structure composed of shell elements [2],
simpler and more efficient combined particles model [4], orthotropic membrane models [1], have been employed
in order to represent the dynamic behaviour of textile cloths under conditions of mechanical impact and
penetration. A special attention and prospective deserve models in which central and distant zones of the same
structure are presented by different models. As in [1], the zone of ballistic interaction of textile structure has
been modeled by using the complex contact model of a woven structure, meanwhile the distant zones have been
presented by membrane elements. The coupling between the zones has been implemented by means of tie
constraint [1, 5]. The main purpose of this combination was to implement the “almost infinite” surrounding.

As a rule, such combined models are obtained by using a lot of engineering intuition and basing on
profound knowledge of physical properties of the investigated phenomena. More regular approaches are
necessary, which enable to synthesize simplified or reduced models of internally complex structures. The
parameters of the reduced model can be adjusted by performing the minimization of error functions,
quantitatively indicating the non-coincidence of the response between the simplified and reference models.

In this work, we demonstrate a formal approach of creating a reduced cost-effective computational
model of the complex physical phenomena of high velocity impact of a bullet upon the woven textile target.
Novelty elements exist in offered combination of two different resolution models in a single structure, which was
used to create original finite element model of textile fabric ballistic interaction.

2 Problem formulation

Finite element model is used in simulation of various physical phenomena. Simulation with sufficient
aacuracy requires using models with large number of finite elements which results in enormous scope time-
consuming calculations. Even powerful software tools such as ANSYS, LS-DYNA, etc., do not allow to
simulate phenomena with required accuracy in acceptable time. The program ANSYS is intended for system
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analysis (static and dynamic calculations of solid, liquid bodies and of other mechanical tasks) using finite

element method. This software is powerful but simple to use. Simulation of physical systems and high-speed
processes (eg., simulation of ballistic processes), calculations and result visualization are implemented using
simulation program LS-DYNA.

Effective models of numerical or real experiment are understood as accurate representations of
behaviour of reference model and not requiring large calculation resources. They also enable execution of
numerical research by using conventional calculation means available to researcher.

We are analysing complex finite elements’ computational structure for ballistic contact interaction of a
bullet against a textile structure [3], which was implemented in LS-DYNA environment. Accurate numerical
solution obtained in LS-DYNA environment is assumed as known, because we can perform individual numerical

experiment, i.e. numerical experiment of the lead bullet at the egﬁ!mam and a textile perforation. Reference
S

computational model when a bullet penetrates a textile (see Fig.1) was created on the basis of real experiments,
and physical parameters were selected empirically.

Figure 1. Reference model when a bullet penetrates textile target

Each textile is made of certain linear densely woven yarns. Yarn is composed of filaments, whose
number ranges from several tenths to several thousands. Implementation of a textile structure at the level of
filaments is complicated due to limited resources, therefore primary component in the textile structure is
supposed to be a yarn.

Textile weave is obtained by solviegntact interaction balance task in reference computational model.
Yarns of the directiofdX are elastically deformed by moving their nodes in the diredfdanperpendicular to
structure’s plane in order to compose yarns of the dired®yn Model's yarns are in balance after activation of
contact search algorithm. After balance is maintained, elastic tensions and loads are fully or partially removed in
order to simulate multiyarn fibre textile. Therefore similar structure to real textile is obtained. Yarn bending

rigidity was supposed to be insignificant in the model. Textile areas distant from the impact area were simulated
using elements of orthotropic membrane.

Modelling of computational structure when a bullet penetrates textile is difficult therefore we will
model the case when a bullet does not penetrate a textile (see Fig.2).

Figure 2. Reference model when a bullet does not penetrate textile target

- 136 -



Reduction of finite element models significantly reduces calculation scope while maintaining practically
acceptable modelling accuracy. Model reduction task is to create geometrically non-linear dynamic FE reduced
model whose detail reference model is a complex finite elements computational structure for ballistic contact
interaction of a bullet against a textile structure implemented in LS-DYNA environment. Since textile structure
in the reference model is rather complex, we will replace it by simpler rod structure named as girder model (see
Fig.3).

Membrane|

Finite elements

Woven yarns structure fragment

a)

Figure 3. Reference model (a) and reduced FE model (b)

Girder rods are not woven and interconnected by the visco-elastic links at intersection points (node - i
and node - j ) (see Fig.4). In such way a woven textile is simulated.

a)
Figure 4. Girder rods (a) and their linkage at intersection point (b)

Link of the rods at their intersection point can be described as follows:
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wherek, - rigidity element in the directiox, k, - rigidity element in the directiory , k, - rigidity element in
the directionz ; c, - viscous friction of the element in the directian c, - viscous friction of the element in the

direction y , c, - viscous friction of the element in the directian displacements of node: u; - in the direction

X, V;- in the directiory , w - in the directionz; R, - i node’s inter-element interaction force in the direction
x, R;- 1 node’s inter-element interaction force in the direc§ionR; - i node’s inter-element interaction
force in the directioz; and respectively designated displacements of the npdand interaction forces

Ry.R;. Ry
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The girder (textile) areas distant from the interaction area were simulated using membrane elements and
larger elements than elements of girder rods (yarns) mesh.

Membrane type environment of uniformly woven textile patch can not represent dynamic behaviour
identical to woven textile structure. Nevertheless sufficient similarity is possible provided certain geometrical
and physical properties of membrane area are selected. Matching criteria between response of reference and
reduced FE models is assumed to be a coincidence of displacements of appropriate nodes — objective function at
the same mechanical impacts.

The task is solved in presence of dynamic load. Optimization variables are considered to be the link
elements of interlinked rods simulating the textile of reduced FE model. As a measure of quality of the
approximation of the reference FE model by reduced FE membrane model, we employ the minimum of a
penalty-type objective function expressed as a sum of squares of differences between the displacements of
corresponding nodes of each model. The dynamic behaviour of the two structures has been analyzed. In the case
of dynamic analysis, the differences between displacements of nodes are minimized at selected time moments.
The analysis has been performed by using LS-DYNA, ANSYS and MATLAB software. The displacements
obtained in ANSYS have been used when forming the objective function, which subsequently has been
minimized by employing MATLAB function FMINCON().

3 Computational results

The graphical illustration of reference model is presented in Figure 5a. Yarn in reference model is
composed of finite elements, therefore mesh of elements in the intersection area textile and membrane is 4 times
denser comparing to the yarns of their own. Since the construction is symmetrical, only its quarter is simulated,
by fixing it between symmetry planes.

Membrane|

Transition area of woven structure,

Fragment of woven structure

a)

Figure 5. Reference model (a) and reduced FE model (b)

Reduced FE model is composed where a textile yarn is a finite element of a rod, and number of finite
elements at the intersection area is the same as number of yarns. Three-dimensional finite element a rod is
implemented by applying ANSYS software library element BEAM4. Rods are not woven in FE model, and they
are connected by COMBIN14 link elements at intersection points in the directiong, z. The graphical

illustration of reduced FE model is presented in Figure 5b.

Taking into account quarter symmetry of reference model, we compose rod girder structure 11x11 and
surround the membrane which is implemented by elements SHELL63. Mesh of membrane elements is selected
so that finite element increases with a distance from the girder, which results in a lower number of finite
elements. CONTA175 and TARGE170 elements were applied for description of textile contacts against bullet.
Bullet in the software ANSYS is implemented by elements of type SHELL63.

Membrane thickness can be chosen freely, but Young’'s mdélulmaterial mass density , and shear

module of orthotropic materiab must be chosen thoroughly to obtain constructions’ dynamic characteristics
closer to each other. We create reduced FE model with the same physical parameters as the reference model. We
chose measuring system (kg-mm-s) kilogram-millimetre-second and define physical parameters of the
constructions.

Reference textile target.Cross-section of the yarn becomes not circular but elliptical after yarns are
woven in the textile. Therefore yarn’s thickness at the centfe5i40*mm, and yarn thickness at the edges is
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kg

3 Young's module is9.0-10" Pa. Yarn’s thickness

7510 2mm. Yarn material mass density 1s10010°°

is a half of width at thex andy axes of symmetry.

Reference textile’s target transition areaThickness at the yarn’s centre is5.:10 *mm, and yarn's

thickness at the edges i5-102mm. Yarn's material mass density '[13()0010‘9&3, Young's module is
mm

9.0-10"Pa.
Reference textile’s membrane. Membrane thickness 1:10'mm, material mass density

2250107° kgs, Young’s module 27510’ Pa, shear module is20-10°Pa, Poisson ratio is equal to O,
mm

number of elements along one side is 44.

Girder of a reduced FE model.Rod thickness112510 *mm (average of thicknesses of the reference
yarn centre and of the edge), rod widfh8 10 'mm (measured in the reference model), rod’s material mass

density is 140010‘9%, Young's module is9.0-10’ Pa. Rod's width at thex andy axes of symmetry is
mm

39-10'mm, because we are modelling a quarter of the construction.
kg

3

Membrane of reduced FE model. Thickness i&10m, material mass density i825010°°

Young’s module is 27510’ Pa, shear module is2.0-10°Pa, Poisson ratio is equal to 0, number of elements
along one sideN,, =11, viscosity coefficient isl- 10 °Pa-s.
Matching criteria between response of reference and reduced FE models is assumed to be a coincidence

of displacements of appropriate nodes — objective function at the same ballistic impact. Dynamics and time of
bullet travel is known.

.
6842

Direction y

10477

6468 10485 10491 10496 10501 4548 95 5828 6468 10485
Direction x 10477 10491

a) b)

Figure 6. Reference model (a) and reduced FE model (b) with indicated characteristic nodes

10494 10501

Symmetry plane

We empirically chose rigidity of link elements at connection points of reduced FE model girder rods,

i.e.inx andy directions:k, =k, = 3866110°—, and inz direction; k, = 5244810°
mm mm
Figure 7 and Figure 8 show displacements and errors of characteristic nodes in the case of empiric
selection of reduced FE model's physical parameters comparing to reference model’'s characteristic nodes.
Numbers of characteristic nodes are indicated in the figures. Numbers are accompanied by the symbols k" and
-, which mean: ,k“- node belongs to reduced FE model, ,e"“ — node belongs to reference model.
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Figure 7. Displacements (a) of model characteristic nodes on the axis and their errors (b)
From the Figure 7a, we can see how characteristic nodes move in both FE models, and maximal error
value is approximately 15% (see Fig.7b). Higher error values are for characteristic nodes 95 and 6468.
Below, displacements and errors of characteristic nodes of reference and reduced FE mogelgion
are compared. Diagrams are presented in Figure 8.
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Figure 8. Displacements (a) of model characteristic nodes ofy axis and their errors (b)

From the Figure 8a, we can see how characteristic nodes move in both models, and maximal error value
is approximately 47% (see Fig.8b). Maximal error values are for the nodes 6393, 6831 and 6719 of the reduced
FE model.

Optimization task is solved in order #&oljust physical parameters of the reduced FE model. We will
apply MATLAB software’s optimization function FMINCOM(). Objective function is defined as follows:

D (B -G)
): n = n ’
DB+ (@)
i=1 i=1

where p; is the vector of i-node displacements of the reference mgdés, the vector of i-node displacements
of the reduced modeh - total number of the nodes of each model.

As optimization variables, we use link elements of interconnected rods simulating textile target of the
reduced FE modelk, - in the directiorx, K, - in the directiory, K, - in the directionz. Since reduced FE

T(p.q

(2)

model is symmetrical thek, = ky. Following limitations are determined experimentally for the optimization
task:

1516 <k, < 50-10%,

©)
4510 <k, < 70-10°.
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Solution of optimization task showed that rigidity of link elements at connection points of the rods in
the directionsx and y is k, =k, = 38661103i, and in the directiorz - k, = 52448106i.
mm mm

Below, comparison of reduced FE model (see Fig.9) against reference computational model is presented
(see Fig.2).

Figure 9. Reduced FE model at the time momertt= 5107°s

Maximal error between characteristic nodes of reference and reduced FE models was 14% after
adustment of physical parameters. Matching criteria between responses of both models is assumed to be
coincidences of displacements of characteristic nodes, diagrams for which are presented in Figure 10 and Figure
11.

Displacements of characteristic nodes of reference and reduced FE modelaxism and their errors
are presented in Figure 10.
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Figure 10. Displacements (a) of model characteristic nodes on tixe axis and their errors (b)

From the Figure 10a, we can see that characteristic nodes in both models move similarly and maximal
error value is 12%. Higher error values are for the nodes 4548 and 5828 (see Fig.10b). Higher errors for the node
4548 could be caused by a small distance from the bullet impact area.

Also characteristic nodes on axiy of reference and reduced FE models were mutually compared.
Diagrams are presented in Figure 11.
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From the Figure 11a, we can see that characteristic nodes in both models move similarly and their errors
are presented in Figure 11b. In this case, maximal error value is about 3.5 times lower than maximal error
determined in Figure 8b.

4  Conclusions

A formal approach to the reduction of a complex finite element structural model to the simpler one has
been proposed. The procedure is based on penalty type objective function minimization in the space of
parameters of the reduced model. As a sample task, the synthesis of the reduced finite element model, which
imitates the behaviour of the reference structure, has been solved.

A reduced finite element model has been developed, the reference model of which was a complex
ballistic contact interaction model of a bullet against a textile structure implemented in LS-DYNA finite element
system. The structure of the reduced model was formed of elastic beam elements, connected by visco-elastic link
elements. The constitution of the obtained model is well simpler, therefore could be calculated several times
quicker. Meanwhile, the response of the reduced model was up to 10-14% different compared to the response of
the reference model.
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Abstract. Analysis of rotating mobile piezorobot movement algorithm showed that deflection from given
movement function increases with increasing moving step. This paper presents adaptive motion method
of mobile piezorobot. Preliminary experimental results prove the feasibility of proposed mathematical
model.

Keywords: mobile piezorobot, moving algorithm, adaptive trajectory planning method.

1 Introduction

Mobile piezorobots are devices capable of manipulating objects of small mass in a limited space but
with very high accuracy (0.1 um) [3-6]. They are designed from piezoceramic plate with three magnetized
metallic cylinders that are attached to piezoceramic plate.

Mobile piezorobots by form can be divided into: piezoconverter ring, piezoconverter cylinder and
piezoconverter shell. Electrodes cover all bottom space of the piezoconverter and are divided into three equal
segments. Such electrodes division allows excite slider move in any direction and rotary motion. Electrodes can
be divided into a greater number of sectors, but exciting principle should remain the same.

Movement of this kind of robot can be described in two methods: switching leg method, when robot
can’t rotate [1], and rotating piezorobot moving method [2].

General requirements for piezorobot movement are:

1. Move by given functiony = f(x,y). Function  must be continuous at each point and its
derivatives at those points must be continuous too.

2. Deflection ¢ must be minimum from function y .

Analysis of the results of the rotating mobile piezorobot movement algorithm showed, that function
vertexes are cutting away, when moving step is increasing. Step value is assigned at startup and is constant.
Moving trajectory is distorting and not exactly matching given function at its vertexes. Thus, with this method,
when radius of curvature is decreasing, deflection from given function is increasing. So it is necessary to

determinate maximum deflection, which cannot exceed the mobile piezorobot center. There can be adjusting
switching leg method used.

This paper presents adaptive motion algorithm of rotating mobile piezorobot.
2  Adaptive Moving Algorithm

2.1  Trajectory planning method

This data must be determinated in order to describe rotating mobile piezorobot motion:

¢ — amount of power actuators;

oy — angle between first power actuator and x axis;

Asy — maximum step of mobile piezorobot;

D — general direction of movement with regard to x axis; D = sign(x - Xy ), where x,, — start coordinate,
x — goal coordinate.

Two variables for adaptive moving algorithm must be additionally determinated:

AS iy — minimum step of mobile piezorobot (As,,;, < Asy);

& — maximum deflection from given function.

So switching leg method can be adjusted for finding marginal coordinates g and g (g’ <y <g'):

- 143 -



of |
Ml=x
Xgi = —K + Xfl ,
;ﬂ +1
9 (%, y) = Xx=xg )
&
Yo = K- > ¥
a +1
Xlr=xg
whereK sign.
g (x,y) ifK=2
gi(xiayi):{**(l ) .
g (Xi Yi )! if K=-1. 2)
Rotating method is base of adaptive moving algorithm, but with accuracy constraint (Figure 1).
1 S ————————
(Xiq_;_.-yi'%'i) - - - ‘ ..............
/ i A =
(X3 W) » A i
NIk N
s Yy Xgi5 Ygi) N g .
N
g '

xv

Figure 1. Adaptive mobile piezorobot movement trajectory (black line) and non-adaptive trajectory (red line)

After solving system of equations (3) received results are all possible moving points.
2 2 .
{(Xm =% )+ (Vi - ¥ )? = A%
f(xi’yi)zo' (3)

Only those points which direction matches general moving dire@iare selected. Then, verifying
piezorobot movement straight line intersect marginal coordimftesidg** and how much intersect points are
with each functiory andg  (Figure 2).

For finding all possible intersection points system of equations is solved with each funaioy
Vi = Yi = tang; (X1 — ),

(XM) =K-g;(x,y)

Yiu
fixs,¥6)=0,
(Xfl yfl) (4)
where (X,1; ¥i,1) — intersect points,(X;Y;)— piezorobot center coordinateg, = ctg(mj
Xisn = X

angle between moving line amaxis,i = 1, 2 ..n point number.
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Figure 2. Adaptive motion algorithm

Intersection points amount is calculated for each moving line. If value transcends 1, then points are not
valid, otherwise — point is motion coordinate. If there are several right points, then point which is near mobile
piezorobot position is chosen.
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If there are no moving points, then a point (X;,;;¥;,;) must be found at function y , where straight line
between points (X;,15;41) and (;;);) will be tangent at point (x; y,,) (Figure 1).

For this, system of equations is solved:

Xivt =X _ Vi1 = Vi
Xgi =X Yei = Vi
X .
gi
=K'gi(xi9yi)’
ygi
of
Vg = Vi = (xgi_xi)
ax X=X

g 5)
where first equation is straight line between three points equation, second is marginal coordinates and
third is tangent equation at point xy.

Not all points are right for motion, so they are chosen depending on general direction D of movement
with regard to x axis and which is near mobile piezorobot position

And finally, by rotating piezorobot moving method mobile piezorobot rotation angle and which power
actuator must be active to move on can be found. Distance between two points (X;;;);,1)and (X;;);) is
calculated. If this distance is less than minimum piezorobot step As,,;,, then robot can’t move anymore and stops.

2.2 Results of Analysis
Mobile piezorobot with three power actuators (¢ = 3) moving trajectory by adaptive moving algorithm

. . . . 1
is analyzed. Non-adaptive trajectory, when function y :E(x+4)(x+l)(x—l), o = 30, Asy = 1.5, As,,;, = 0.01,

& =0.1 is presented in Figure 3a. Adaptive trajectory, with the same values is presented in Figure 3b. Results of
computation are presented in Table 1.

i

a) b)

1
Figure 3. Moving trajectory, when y = 3 (x + 4)(x + 1)(x - l) : a) non-adaptive; b) adaptive

Table 1. Adaptive moving algorithm results

i j Rotation direction Orminis AS; Xi Yi
1 0 0 0 0 -4 0
2 1,2,3 counterclockwise 51,423 1,346251 -4 0
3 1 0 0 1,5 -3,77629 | 1,483224
4 1,2,3 clockwise 3,465373 | 0,090723 | -3,77629 | 1,483224
5 1 0 0 1,5 -3,46334 | 2,950215
6 1,2,3 clockwise 14,65467 | 0,383658 | -3,46334 | 2,950215
7 1 0 0 1,261501 | -2,89658 | 4,077233
8 1,2,3 counterclockwise | 30,13079 | 0,788822 | -2,89658 | 4,077233
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i j Rotation direction Ominji, AS Xi Vi

9 3 0 0 0,529862| -2,42264 3,840262
10 1,2,3 clockwise 39,05545  1,022469 -2,42266  3,840262
11 3 0 0 15 -1,80352| 2,474002
12 1,2,3 clockwise 6,254885 0,163753 -1,80352 2,474002
13 3 0 0 15 -1,33693| 1,048419
14 1,2,3 clockwise 0,029736 0,000778 -1,33693  1,048419
15 3 0 0 15 -0,87107| -0,37741
16 1,2,3 counterclockwisg  6,029067 0,157841 -0,87107 -0,371741
17 3 0 0 15 -0,25803| -1,74641
18 1,2,3 counterclockwisg  37,38803 0,978816 -0,25803  -1,74641
19 3 0 0 0,5462 0,222028 -2,00695
20 1,2,3 clockwise 28,89755 0,756536  0,222028 -2,00695
21 1 0 0 1,221103| 0,78373 -0,9227
22 1,2,3 counterclockwise 15,16164 0,396931  0,78373 -0,9p27
23 1 0 0 15 1,10136 0,54328
24 1,2,3 counterclockwise 3,576151  0,093623 1,10136 0,54328
25 1 0 0 15 1,326931| 2,026222
26 1,2,3 counterclockwisg  1,688263 0,044199 1,326931 2,026222
27 1 0 0 15 1,508715 3,515166

Adaptive moving trajectory withy :%(x+ 4(x+ 1) (x—1)fx—3) is demonstrated in Figure 4.

/ o
e

l".

4

Figure 4. Adaptive moving traj ectory
Deflection from function dependence on radius of curvature, when maximum step of mobile piezorobot
is changingAs, = {0.15; 0.1; 0.05} is analyzed (Figure 5a). Minimum and maximum deflection from function is

cdculated with non-adaptive algorithm for functign= %(x+ 4 (x+ Yx—-1)fx—3)(Table 2).

Table 2. Minimum and maximum deflection from function

Asy
0,15 0,1 0,5
emin | 2,7510° | 1,6810° | 7,8210°
emax | 7,62104 | 3,2810° | 7,0610°

Non-adaptive method is compared with adaptive algorithm, with specified maximum deflection from
functione = {0.005, 0.003, 0.001} ands, = 0.15 (Figure 5b).
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Figure 5. Deflection from function analysis, when: a) non-adaptive method; b) adaptive method

Analysis results show that with non-adaptive method maximum deflection from function cannot be
controlled. With this method only shrink maximum step of mobile piezorobot can be controlled, but deflections
are increasing when radius of curvature approximate to 0. With adaptive method deflection from given function
can be controlled and it cannot exceed given value.

Switching amount of power actuators dependence on radius of curvature with non adaptive algorithm is

analyzed (Figure 6a) too. Maximum step of mobile piezoratsgt= {0.15; 0.1; 0.05}. These results are
compared with non-adaptive moving method, when{0.1, 0.06, 0.02, 0.008} antls, = 0.15 (Figure 6b).
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Figure 6. Switching amount of power actuator s dependence on radius of curvature, when:
a) non-adaptive algorithm, b) adaptive algorithm
Analysis results show that amount of switching is increasing when maximum step of mobile piezorobot
is decreasing and it significantly increases when radius of curvature approximate to 0. It means that decreasing
maximum step of mobile piezorobot, robot will move more slowly and will not be able to develop a maximum
speed because of frequently switching contacts and short movement segments.

Using adaptive method for setting the maximum step and the maximum deviation there is possibility to
move quickly, because of decreasing need for switch contacts and larger radius of curvature extension of
movement line (Figure 7).
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Figure 7. Moving step length dependence on radius of curvature,
when ¢ ={0.1, 0.06, 0.02, 0.008} and As, = 0.15

But during adaptive method when curvature radius is closing to 0, number of shifts significantly

increases. Therefore at the vertexes of function robot will move more slowly, bus more accurately will repeat
given function.

3 Conclusions

The adaptive trajectory planning method of mobile piezorobot is presented. The develop method is
based on rotating mobile piezorobot method, but with accuracy constraint. Control of the piezorobot is the same
as in rotating method.

The presented results prove the feasibility of proposed mathematical model. Results analysis shows, that
switching point's amount inversely proportional to radius of given function curvature, but moving trajectory is
more close to given function.
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Abstract. Many real systems are designed and described by using a mathematical model - piece linear
aggregate (PLA)The PLA has tools used to obtain a simulation moddlamn algorithm used to verify

the model. This algorithm is not researched sufficiently. Another mathematical model, linear hybrid
automaton (LHA), allows us to verify a model and, in addition, to calculate “safe” values of the model’s
parameters that satisfy the predefined model’s restrictions (i.e. queue cannot be overfilled). We propose
the transformation rules from PLA to LHA. After the transformation we can use LHA tools to verify PLA
models and calculate the safe values.

Keywords: formal model, transformation, verification of model.

1 Introduction

The piece linear aggregate (PLA) is a formal-mathematical model used to describe and simulate the
systems, such as network protocols, complex harbor models, distributed systems, etc [7,9,10]. In order to start
verification of the system (verify that the system does not fall into an unexpected state), we need to calculate all
reachable states of the system. PLA model has an algorithm used to calculate all reachable states of the system.
However, this algorithm is not investigated sufficiently, because there are no methods used to estimate the
number of states [9].

Another formal-mathematical model is called linear hybrid automaton (LHA) model. This model does
not include the simulation tools to gather statistical data, but LHA model includes the algorithms and tools used
to calculate the reachable states of the system (famous examples: steam boiler, power plant, Philips audio
system, etc [3,4,5]). Additionally, this model includes the algorithms and tools used to calculate the values of
system parameters, ensuring that system will satisfy the predefined invariants (i.e. if parameter’s value belongs
to the defined interval, the queue would never be overfilled). Parameter’s values ensuring that the system never
violates the predefined safety conditions (invariants) are called safe values.

In order to verify a system described by using PLA specification and to evaluate the safe values of the
parameters, we need to calculate the reachable states. Our main reasons of PLA model transformation into LHA
model are as follows: a) to obtain the reachable states by implementing LHA model’s algorithms (LHA model
includes tools with the algorithms implemented) b) to calculate the safe values of parameters by using tools of
LHA model. It is still makes sense to use PLA models as they have developed tools for collecting statistics about
model when LHA mainly concentrates only on verification.

Firstly, we describe the PLA and the LHA models. Further, we compare the PLA and the LHA models
and define some rules and suggestions regarding the preparation of PLA model for the transformation and then
we describe the transformation step-by-step. We provide a short example of the transformation and additional
results that we can obtain by using tools of LHA model.

2 Définitionsof PLA and LHA models
The PLA model is defined as follows:
A= (ZY,X,EZX,z(ty),H) [1,2,6],
where:
Z is a set of aggregate states,
Y={v,V,, ...} is aset of outputs from aggregate,

X={x,%,,...} isa setof inputs to aggregate,

E is a set of events,

¥ is a set of controlling sequences,

H is a set of transition operators,

z(ty) is an initial aggregate’s state during the start-up morgent
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The aggregate is analyzed at time momgyitst,,... . Aggregate’s state is defined as follows:
(1) =(¥,24)e z

where:

t,,m=0,..0,

¥ ={u(t,), vt,),...} isa set of discrete variables,

Z ={w(€,t,), Ww(e),t,), ...} is a set of continuous coordinates, where eaf#',t,,) represents
count down clock after which correspondigf happens.

The set of the external events is denoted By={ €,€;,...}, where each event’ occurs when the

signal of from corresponding input ,x, ... arrives. The set of internal events B ={d,€},...}, where each
event €' occurs when the corresponding cloeke’,t,,) reaches 0. Every internal event has a controlling
sequence€ > ,3 <g <b,s €%, where 0< 3, € R. The length (the clock timer) of the appropriate
operation is defined by the controlling sequence.

Transition operatorsH change aggregate’s state, expressedk §s)= H £t,), 9,ee EUE", and
then Yy set of output signals is produced. Each transition operator has a set of assignments
1y Py2s Bt Puz P18, 2 ,-.€ @ (new values to variables) dedicated to the outputiscrete variables,
as well as continuous variableg which depend ong.,,¢.,,...00 Pz, --#y1 ¢, 2 € I conditions. One
assignmenip corresponds to one assignment condigion

The LHA model is defined as follows:

A= (L,V, init,inv, flow, jumpE) [3,4,5]

where:

L ={l4,1,,...} is a set of continuous variables,

V={v,V,,...} is a set of control modes (discrete variables),
E is a set of synchronizing events.

The function flow(v,1) defines the first derivate of the continuous varidbiehich is | =dl/dt for

each control mode f( special shorter notation). The functidnv(v,I) defines the range of possibllgalues for

each control mode. The function init defines the initial control mode and initial values of continuous
variables.

The function jump defines the transitions of the LHA model from each specific control mode. The
jump function consists of two parts: a jump condition and a jump assignment. The jump condition
jump_con(v,¢,l) (for the every control modes) consists of synchronization signat (optional) and

inequalities withl . The jump assignmenfump_upt{/,s v ,I,I') (for the every control mode is an operator

used to assign new values to the continuous variabledefine a new control mode and issue a
synchronization signak (optional) ( denoted values in the next control mode).

3 Comparison of PLA and LHA

In order to compare the PLA and the LHA models we used a mathematical formalism of timed
transition systems [8]. In general, the timed transition systems define model's state, behavior between jumps,
jumps, synchronization signals and initial state. We have found that both models (the PLA and the LHA) are
similar, because they both have particular initial values defined at the beginning, discrete and continuous
variables, range of values and flow (change) functions dedicated for continuous variables, they both preserve
values of discrete variables while models vary between jumps, their behavior is synchronized by signals, both
models assign new values to discrete and continuous variables during jumps.

With the help of formalism of timed transition systems we have identified a few differences between the
PLA and the LHA models:

1. Synchronization signals are used in the PLA model to pass variables’ values, whereas that is not
possible in the LHA model.
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2. Values of every control sequence of PLA model can be generated by using any distribution law.
However, the values of continuous variables of LHA model are continuously distributed within the determined
range.

3. The LHA has discrete variable “control mode”, which controls the fllew) of continuous
variables and the rangmy) of values. The PLA does not have variable “control mode”.

4. The PLA model has transition operators used for any state of the model, whereas the LHA transition
operators are used only for the defined control modes (the values of source and target control modes must be
known).

We assume that first two above-mentioned differences will be eliminated by the model's engineer by
using signals without values and splitting control sequences. Therefore, further in this paper we investigate only
those PLA models that do not have these two differences. We focus only on the last two differences.

In order to eliminate the third difference we propose to add the control o{oge to the PLA model.
The values of this control mode vary in time momettsm=0,..,.0. However, u(t,,) always is defined by a
finite number of values. Thesgt,,) valuesu;,u,,... are estimated by using the following formula:

Ny .
Fu (w6, )Wy, (€, 8) = 2 ( W (g, ) 207 (D)

j=1

wheret ,; <tq <t,, n, number of continuous variables.

Values of< w; (e'},tm)> are used to show a state of the continuous varifiblepassive, 1 — active, 2 —

currently activated. In other words, each valueuif,) corresponds to a particular combination of the staftes
continuous variables. By adding the variai{ig,) to the PLA model, the control mode of PLA model shall
semantically become the same as the one of LHA model.

In order to eliminate the fourth difference between the PLA and LHA models we propose to split each
transition operatoH by using the following sequence of steps:

1. Split each transition operator by removing the conditipnef assignments and by moving these

conditions to the definition of the operator. By implementing this split it shall be ensured that the state of the
model would be defined by the known in advance control mode.

2. Split every obtained transition operator by adding the particular valugt gj to the definition of

this operator. In this case it shall be ensured that the state of the model would be changed from the known in
advance control mode.

After the transformation of the transition operators, the following description of the transition operators
form shall be obtainedH (e, u(tn),(pu,(oyl,..,(om PPy Por s Pon, Puit,) —>{¢y1,..,¢yr\/} ,

where:
ee EUE",
dut,, represents the value assignmentifg,,;) , ¢, condition foru(t,,),

the generic expression, is used to denote the size of set

The output signals are defined after the™symbol. This is special notation is introduced to make the
description of transformation more easily readable.

4  Transformation of PLAtoLHA

Further we use the PLA model satisfying the requirements mentioned in Section 3. The proposed
transformation rules are not completely new, however, they are improved, comparing to the transformation rules
mentioned in [6]. The main difference between the old and new transformation rules lies in the calculation of the
values of u(t,,) . In old transformation rules the values of discrete variables are includedt jpand are

completely eliminated from the model. Whereas in new transformation rules the discrete variables remain the
same and the values of discrete variables are not includeft,if. From our point of view, this allows us to

have a smaller set ofi values and, therefore, the transformation becomes easier.

Transformation of PLA model to LHA model is described by the transformation rules when the PLA
model is defined as follows:

X ={x},i=1.n, represents the set of inputs,
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Y={y },i=1n, - setof outputs,
E ={e},i=1.n, - set of external events,
E'={€'},i=1.n, - set of internal events,
)y ={gi },i=1.n, - controlling sequences,
u(t,,) - additional discrete variable — control mode,
Y ={v;(t,)} i =1.n, - discrete variables,
Z,={ w(e,t,)}, i=1.n, - continuous coordinates.
Z(ty) represents the initial state.
The transition operators are defined as follows:
H(& u(tn): 00y @yg Pot s Pon, »Puty)) By Py} -

The following rules define transformation:

1. The values of the LHA control modes semantically are the same as the ones of the PLA discrete
variableu(t,): v =y,i=1.n,.

2. The values of the LHA continuous variables semantically are the same as the ones of the PLA
continuous coordinatels; — w; (¢",1,),i=1.n, and PLA discrete variabldg; — v;(t,), i=1.n,.

Every valuevy, ,i =1.n, of the control mode has the defined functiomsandflow.

3. The range functioriav of the LHA variables,; andl,; are as follows:

a) for L, inv(y, ;) :hy; €[0,b;1 whenu; includes(w (€].t,,)) =1 (refer to formula 1),
b) for I, , invis undefined wheny; includes(w; (€].t;,)) =0 (refer to formula 1).

c) forl,;,inv(y, ;) :l,; =1, -
4. The change functiorfiow of the LHA variabled,; andl,; are as follows:

a) for Iy, flow(u, ;) :I'Wj =0 wheny, contains(vq(e;’,tm»:o (refer to formula 1),
b) for Iy, flow(u, I;) :l'Wj =1 whenuy, contains(w (e}’,tm)> =1 (refer to formula 1),
c) forl,;, flow(u,l,;):l,; =0.

5. The initial stateinit of the LHA model is equal to the initial stag,)of the PLA model. The
corresponding state variables of the different models are related to each other as follows:

ly; =v; (o), i =10, ,

ard |, €[a;,b;] whenw; (€, §)=g¢;

or l,; = whenw; (e,t;) = (j=1.n,).

u(ty) defines initialv.

6. The LHA synchronization signals are represented as PLA output sigpalsyil,izl..ny ]

represents the global synchronization index for all autornagpresentsne index of PLA aggregate outputs).
Transition operatormp_conandjump_uptare transformed for every control mode

7. The specific PLA transition operatdd (e, u(ﬁn),(pu,(oﬂ,..,(om Pt 1+ Pon, ,¢u(tm)) _){¢y1""¢yﬂ/}
is transformed into the appropriate condition function and the transition assignment function of the LHA model.
The function of jump conditionump_ cor( ve, |l) is described as follows:

a) in casee representan external event, then:
« control modev is defined byu(t,) ,

e synchronization signat —» x — e,

e jump_conis not influenced by, .
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b) in casee represents an internal evesit, then:

¢ jump_conis not influenced by the synchronization siggeal

e control modev is defined byu(t,) ,

¢ conditions of the PLA assignment semantically correspond to the ones of the LHA continuous
variables.

« an additional conditior,, = 0, which is identical to the corresponding PLA condition
w(€', t,) =0, is included.

Jump assignmenjump_uptf; e v I'g) is described as follows:

il
¢ the LHA synchronization signals match PLA output sigfals—{ Py Py, }.
ny

el, =u (ty).i=1n,.
o the assignments of the expressiote’, t,,;) =Ww(€, 1,) are transformed intg, =1,

e the assignments of the expressiofe’, {,,.;) = ¢ are transformed intd}',v ela,b].

These transformation rules do not have enough evidences to prove that the PLA model and the LHA
model will have the same reachable states after the transformation. However, it was showed that in some
examples the reachable states of two models match.

5 An exampleof transformation and analysis

The following model is analyzed: generator, controller and 2 processors. The generator generates a
signal every 1.3 of the time unit. The signal is passed to the controller, which sends it to the first processor (in
case it is not busy). When the first processor is busy, the controller sends the signal to the second processor, and,
in case even the second processor is busy, the controller stores the signal in a queue. After any processor finishes
its task, this processor informs the controller and receives the next signal. The length of the queue is limited to
10 signals. The first processor can finish the task within [1.4-1.9] time units, the second — [1.8-1.9]. It is required
to verify whether the queue can be overfilled (the length of the queue must be retained smaller that 10 all the
time).

The PLA specification for the first processor is provided below:

1. Inputs.

X={ >, n =] )é ={ workl} , where XI— signal informing the processor to start work.

2. CQutputs.

*

Y y, n =1, yi ={idlel} , where Y, - signal informing that the processor has finished the
ta sk.

3. Set of the events
Ext ernal events:

E ={ e} where € -event, occurring after signal Xl* is activated

I nternal events:

U

E'={ €} , where n, =1, € -event occurring after the task is finished.

4. Control sequences.

e ~>{ gjl}j-c:l, where  14<¢7<19.

5. Set of the discrete variables.
Y ={@}. n,=0.

Set of the continuous coordinates.

Z, ={ (e, tr)} -
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6. Initial state.

@ 4 v et} ={oo}.

7. Transition operators.

H(e):

Nyue =1

Bug1=[Wi( &) td) =671, gy =[true]

H(e
Nyye =1
Py =[ Yo =idI€], @ o =[true]

After the transformation of the PLA model to the LHA model the appropriate LHA model for the first
processor (Figure 1) is obtained.

Figure 1. LHA model diagram for thefirst processor

We have implemented several statistical tests to estimate the average length of the queue (Figure 2). We
measured average usage of the first processor and the second processor in relation to the speed of the processors.
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Figure 2. Average length of the queue

According to Figure 2, it is possible to foresee that the model within the given conditions would not
reach the state where the queue is overfilled; on the other hand, it is possible to foresee that the queue is
overfilled when the first processor spends [1.4-3.6] time units to process a single signal and the second processor
spends [1.8-3.6] time units.

Further, we verify the restriction that the number of the signals in a queue is not larger than 10. For this
purpose, HyTech software tool (developed by the scientists of Berkeley University and intended for the
verification of the small LHA models and calculations of the safe values) is used. HyTech tool confirms that
under given initial conditions the restriction is satisfied.

The restriction is violated when the first processor spends [1.4-2.8] time units to process a single signal
and the second processor spends [1.8-2.8] time units. Such results show that the statistical data of the PLA model
are not accurate enough to verify the restriction in the case where the probability of the violation of the
restriction is very low.
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Further, every state calculated by HyTech is compared with the manually calculated states of the PLA
model. The results show that all the states of HyTech output match the original states of the PLA model. This
proves that the preparation and transformation of the PLA model are valid at least for the current example.

Following this comparison, the maximal values of the time units to process a single signal are estimated
for both processors. This estimation is implemented by calculating tiier the case where the first processor

spends [1.4-1.9] time units for one signal, and the second processor &%ﬁ(ﬁ%]. The results provided by

HyTech show that* < 2710

processor spendEA_a] time units for one signal and the second processor spends [1.8-2.7). The results

for the second processor. Théh is calculated for the case where the first

provided by HyTech show that = 3§20 for the first processor. These calculatédvalues cannot be obtained
by using the PLA tools.

HyTech demonstrates the possibilities that are not available in the PLA tools. These possibilities include
automatic verification of the model and calculation of the safe values.

6 Conclusions

After our research we can conclude that the comparison of the PLA and the LHA models allows us to
define the rules describing the following:

o transformation of the operators;

» calculation of the control modes.

Additionally, we can conclude that after the PLA transformation into the LHA the following can be
obtained automatically:

o all possible states of the given model,

« verification of any state of the model;

o safe values of the parameters.
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Abstract. Addressing to various challenges in the field of genetics and life sciences, the evolutionary
dynamic processes are modeled, as changes in the system’s structure are the essential feature of such
processes. Modeling of biological systems is particularly important, since it allows to investigate, predict
and better understand the biological phenomena. We proceed with one of the formal method used for
modeling and analysis of such systems, that of dynPLA formalism. In this paper, dynPLA method is
extended by introducing abstract data types that allow for describing the structural changes of complex
dynamic systems. The declared abstract data types are formalized using Object-Z notation. We illustrate
this modeling approach by presenting both specification and verification of evolutionary, mutation and
apoptosis processes observed in biological systems.

Keywords: PLA, variable structure, formalization, verification, biological systems.

1 Introduction

The ability of a system to dynamically change its structure play an important role in the studies of
biological phenomena. The modeling of biological systems includes the description of processes, such as
evolutionary, mutation, apoptosis, self-regulation and others [1]. The structure of such biological systems is
described as complex network composition of various components (genes, proteins, neurons, cells, et al.).
Moreover, in such systems the hierarchical configuration of its components is very important, since it follows the
principles, such as organization, integration and others that are observed in biological systems [3]. Evolutionary
processes of biological systems describe how this structure adapts dynamically in time to the internal and
external factors [10].

Simulation of biological systems addresses various factors that may trigger the structural changes in the
system’s model and how the system behaves after changing its structure. Since such systems are complex and
often crucial, the usage of formal methods is advantageous that enables the mathematical description and
verification of a considered system. Among all possible formalisms, it is preferred to use techniques that are able
to more accurately represent the structure of the system and describe its behavior in time [8, 9].

In this paper, the ability to use formal method dynPLA [4] is demonstrated by taking the example of
certain biological system. dynPLA notation is extended by introducing abstract data types (ADT) that allow to
facilitate the description of structural changes in the considered system.

2 Abstract data types in dynPLA

dynPLA is the extension of Piece Linear Aggregate (PLA) method [5] including dynamic features
which allow to specify the structural changes in the system. In dynPLA, both aggregate and system of aggregates
have a possibility to change their structure dynamically in time [4].

Definition. dynPLA is a structureA,,, = ( A(t), R(t)) with following constraints :
{AQ,..., A(1)} € Alt) — the set of aggregates ;
Rt={ AO.... A x{Y(D,....Y. (1)} ={ AQ.-..., A D} x{X, ),.. X, (t)} — the coupling set ;
vV AJe AY A Dz( X(9, Y(9, E(1), Z(1), H(Y), G(1), AD), R(t)} — the structure oif" aggregate ;
where X(t) — the set of input signals ;
Y(t) — the set of output signals ;
E(t) = E'(t) UE"(t) — the set of events ;
E'(t) - the set of external eventsE'(t) = E'(t) UE;(t) —the set of internal events ;
E/(t) — the set of state eventE;(t)— the set of structure-change events ;
2= X3, YO, E(Dv (D, z (1), H(D, G(1), A1), R(t)) — the state of aggregate ;
z,(t) — the continuous componenty(t) — the discrete component ;
H(t) — the set of transition operators ;
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G(t)- the set of output operators ;
A(t) — the sebf internal aggregates ;
R(t) — the coupling set among internal aggregates.
dynPLA model supports five types of structural changes in the aggregate system: addition of a new

connection, removal of an existing connection, addition of a new aggregate, removal of an existing aggregate,
and aggregate’s migration from one place to another. The listed operations are general and independent of a
given system’s model. This is a motivation for introducing abstract data types (ADT)[2] to describe the structural
changes in dynPLA specification. It allows to avoid the descriptions of many additional actions used in
fulfillment any structural change and thereby present the specification in shorthand way; to produce an
unambiguous statement for these actions needed while performing the structural changes and thus avoid
specification errors, since one can manipulate only with operations that are defined in advance.
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Figure 1. The state schema of clagsygregate
To define ADT in dynPLA, Object-Z specification language has been used [6]. This allows to

unambiguously define the actions within operations, as well as to introduce the preconditions to be met in order
to properly perform the structural changes in dynPLA model. Object-Z Alggegatedefines the dynPLA
model structure (Figure 1) and its operations (Figure 2) for structural changes:

AddR —add-link operation that combines three operatiddsl_source, Add_targeAdd Rused to

define the couplindink? in the source aggrega#d (addition of output signat and output operatds),

in the target aggrega&® (addition of input signak andassociated external evemtas well as operator

H to process the input information), and in the external aggregate surrounding both of them (addition of
couplinglink?) ;

RemoveR -femove-link operation that combines three operatiBesnove_source, Remove_target,
Remove_Rised to define the connectitink? in the source aggregasd (removal of output signa}

and theoutput operatofs), in the target aggrega#? (removal of input signat andassociated external
evente, as well as operatoH to process the input information), and in the external aggregate
surrounding both of them (removal of coupliirgk?).

To add a new aggregate, three separate operations may be defined:

AddAg- addition operation of a new aggregate which has no couplings with other aggregates at the
moment of it's creation ;
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e AddAgR —addition operation of aggregate and its connections. This operation can be described by
combining operations used to add a new aggregate, as well as to couple new links. Dynamic changes of
aggregate’s structure are not significant at the beginning of its existence, since all signals and operators
associated with newly created couplings may be included in aggregate’s description in advance. For this
purpose, it is better to define operatiohddAll_R, Expected_chang#isat have no influence on the
structure of newly attached aggregate while adding new links ;

e ClounAg- cloning operation of aggregate. During this operation the referred agga@gmigdoned as a
copycloun which has all the same settings as aggregatxcept its nameOperationsAddAll_Rand
Expected_changese used to create couplings for aggregiienthat are analogous as aggregata?
couplings.
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Add rvger = | ALK Fi B nk?: Rigormation | 3ol af Agpreeate; x:Xp Voo e Elph: Zp X Epyx Zpzl 22 Bp
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Figure 2. Operations of classAggregate

To remove an existing aggregate, the operai@enoveAgs applied. Removing the referred aggregate
may cause two cases depending on whether it is merged with other aggregates or not. Operation
Ag_Remove _no_link used to remove the aggregate, which has no links with other aggregates. If agiftegate
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is connected with other aggregates, it must be removed not only the aggregate but also all its links. Operation
Ag_Remove_pick_linkgathers all links tied with eliminated aggregate. To remove these links, operation
Remove_All_Rs used.

All system’s aggregates are denoted by clasAggregates(Figure 3). In this class, all possible
structural changes with ADRggregateare also declared using the input information referred to the given
operations.
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Figure 3. Object-Z class All_Aggregates

Aggregate’s migration from one place to another is described by employing two operations already
introduced above: aggregate’s removal from aggregate system to which it belongs, and its addition to a new
aggregate system. Aggregate’s relocation may cause two scenarios that in turn are handled by two operations:

e  TransportAgdescribes aggregate’s migration from one system to another without adding any links to
the new aggregate system ;

e  TransportAgRdescribes aggregate’s migration from one system to another by adding links to its new
location.

3 Example: modeling the formation of cancer tumor and its spread

dynPLA model of a chosen biological system is demonstrated as the instance, where the formation of
cancer tumor is described starting from the occurrence of cancer cells till the generation of metastasis [7]. This
model is presented in an abstract level. To demonstrate the usage of ADT operations in dynPLA, the dynamic
processes, such as cellular reproduction, apoptosis, and mutation are revealed.

3.1 Conceptual model

Cancer cells evolve from normal cells (Figure 4). This phenomenon is caused by genetic mutation that
disrupts the cell development process, so that the growth of abnormal cells becomes uncontrolled (Figure 4).

Normal cells continue dividing if they get the internal signals with such information. This process is
interrupted if internal functions are disturbed or the number of cells in tissue reaches a certain limit. Cancer cells
ignore any signal that may stop the growth of normal cells, leading to the division of abnormal cells at faster
rates. Almost all cells have a programmed cell death — apoptosis . During cell mutation, the respqissipath
disabled, which controls the cell death processes. Disruption of this path results the loss of a cell ability to
undergo apoptosis, i.e. cells become immortal. An uncontrolled division and proliferation of cancer cells
eventually forms a mass known as a tumor (Figure 4).

When tumor reaches the certain its size, the cells located inside are under lower oxygen conditions. The
tumor can activate the occurrence of new blood vessels that allows to achieve the nutrients. The tumor with
blood vessels forms the invasive cancer (Figure 5).
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Figure 4. Cancer formation Figure 5. Cancer metastasis

In later stages, cancer cells can break away, leak, or spill from a primary tumor, enter lymphatic and
blood vessels, circulate through the bloodstream, and be deposited within normal tissue elsewhere in the body,
finally leading to the metastasis. Then, cancer cells begin colonize a new tissue and form therein a new tumor
mass.

3.2 dynPLA model

In dynPLA model, each tissue is denoted by separate a agghddBie which has links with other
aggregate\UD;, i # j, thus resulting the aggregate systeRG(Figure 6 a).
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Figure 6. Connections among aggregat AUD; a), structure AUD; at initial ti me momen
b) and with a tumor aggregateTM; c)

Each aggregatdUD; can locate one tumor aggregdi®l; and the set of aggregates that denote
separate cells. At the initial time moment, aggregaidD; contains aggregatés (Figure 6 b) . If cell mutation
occurs, aggregatAUD; locates inside the tumor aggregatd;, which consists of aggregates that describe the
mutation cells (Figure 6 c).

1. L=(XY,EZ(t).H,G) 13, H(€]) // division of cell

2. X =& — input signals. 14 W] tg) =ty + Hic-

3. Y={ Ydie Yaiv Ymud — OUtpUL signals. 15. G€): Y= Yo -

4E=0- externgl signals.. 16. H(&)) // cell's death

2' %e? { éi:ﬁ'f ;i\;isl?c:(:l”zl S:ir:?slsc.ieath%” cell's mutation T W) T WG ) =
7. Controlling sequences) - xi — duration of division i: C{Eg\;\(iéin;;)e_w |

8. €, 1 - duration of cell life-cycle. 20. H(€}) // cell's mutation

9. € 42— duration of cell mutation. 21, WE;t.g) =%, WE, ) =,
10. A X={ W& ), W&, t,), We, t,)} - continuous component 22. WE, ta) =t + (i 1h) .
11.State at initial time moment t 23 G&):Y =Y -

12. WEhto) =to+ 445+ WE, )= to+ 44, WESto) =to + 44
Figure 7. Description of aggregate.;
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The specification of tissue aggrega#telD; is presented irFigure 8. AggregatéAUD; describes the
structural changes in tissue that are caused by cell evolution and tumor formation. Inpuigigoairies
information that cellj is already divided and determines the duplication of cell aggregdig employing
operation ClounAg (20). The received signal;e; informs that the referred cellis dead. The elimination of
aggregate; is described using operati®temoveAg(22). Signakm,; shows that cefl is after mutation (4). The
description of mutatiori; is given based on the status of aggreget®;. If this cell is the first one that
undergoes mutation in aggregai®D;, the tumor aggregafEM,4 (27) with its couplings (28) is created using
operation AddAgR Aggregatel; is transferred to the created aggregdité,q (29) with the aim of operation
TransportAgR.The connection (30) between them is built, which is used to infdvkyy about the division of
L;. If mutation occurs in aggregatgand aggregat&Miy exists, then aggregale is removed fromAUD; (32)
usng operatiorRemoveAgsending it to the aggregald/;,q by external signal (33-34).

AUN( D=< XD, Y E(9, Z(9, H(Y, X(9), A(t),R(t)> , 22. AUD, (t.1) = RemoveAGAUD; (t,,),L ;) .

Lo XX ={ Xgp Xay Xmy Xvez Xiggr Xmedd — INPUL SigNALS, 23 Qe ):Y =D .
2. X} ={ Yir Yiast} — OUtPUL SigNals 24, H(e;mni) : /I Received signal about mutation of cell

I'J' as! ’
3. E){ Gy By g ez G Bed — eXternal signals. 25 if Glf)=0n STt,)=0 then
4. E" =@ - internal signals. 26.  Gl(tma)=1,
5. @)}={ SV}, G}, STt)} — discrete components, 27. AUR #1) = AdAAGRAUD;(tm) TMing.1)
6. SM(t) - concentration (number) of normal cells, o8 wherer :{TM ind Yvez—> AUD), Xvez}
7. ST(t) = {0, notcancet GL(t) = {0’ notcancer AUD, Yast = TMing, Xast

1 cancer 1 cancer 29. AUD; (try.1) = TamnsportAgR(AUD, (i), Lj , AUD;, TMing.T)
8. A(t)z{ L TM,,4} — internal aggregates, 30. where r= {Lj, Yaiv = TM, Xgiy, f
9. /[TM;,4— tumour aggregate, 31. else
10. /(Y <={Ly, L,..,L,} - set of cells, SV(t)="L(t) . 32. AUD; (ty,,1) = RenoveAAUD, (ty,), L) ,

Lj, Yaie = AUD, X 33 G 6uy) Yast =VEZ, if GU(t,)=1nST(,)=0,
34. where VEZ=1L;.

Ljs Yo = AUD, Xy,
35. H(e,.,):// Received signal about cancer spread
36.  STit,,,)=1,

37. AU t,1) = AARAUD;t).r) |

38, where r = {TMing Ymet—> AUD; Xmed »

11. R(t): I-jv Ymut = AUDi!XmutJ
TMindv X/ez_> AUDiv Xvez
™ ind» ymet_> AUDi' Xmet
AUDnd’ Mast _>TMind' xiast ,
12. H Y ={ H(§), H(&q,)., H(€ )} ~transition operators. 39. A tna) = Aty) U Gler)
13. G={ G 9. q ﬁ‘jie]),--. Qe,,)} —output operators. 22 H(€c) : // Metastasis in Othzr tissues
. : Y, =VEZ, j=ran n).

14. The state at initial time moment t @ et /frl @n)

Ay 42. ' ) :/l Metastasi din the ti
15.GL(t0)=O, SMt) =k, s1(t0)=o, Y(t,) = Yir, - | “1k, H(%) etastasis occurred in the tissue

, 43, if GLf)=0n STt,)=0 then
. = ,# =K, ={ &; y & , t:i f v
16 A(tO) { uto)} L(to) k H 9 { diy » “digy €mu J} 44. GL(th):l ’

Lj» Yaie = AUD, Xgie, 45, AUN 1.,)= AddAd AUQ(t,),VED),
17. Rlto)=1Lj, Yaw > AUD Xgy, [ - 46.  AUR fu1)= AdAGRAUD;(ty) TMing.r) .
L, Ymut = AUQvaurJ TMing Wez—> AUD;, Xvez}
18. H(e,, ) :/ Received signal about division of cell j AUD, Ynet= TMing Xmet]
19, i *SV(t)<SAST(t,)=0 then 48. AUD; (t,1) :Tﬁrns'port'A gR AU'D(pn).,VEZ, AUI_DI ,TMjpg, 1)
20, AUD(f.,) = CoUAGAUD )L , Lo 49. where r={Lj, Ygi, > TMing. Xa, /s L =VEZ,
21 H(eje,) : // Received signal about death of cell | S0 €8): ¥ =(VEZ kal GL(ty)=1nST(tn)=0 -

47. where r —{

Figure 8. Description of aggregateAUD;

Input signalx,e, informs that the tumor evolves as cancer (35-39), resulting the couplings for possible
metastasis fromTM,,q (37-38). Using signak, (40-41), aggregatdUD; gets the aggregates (VEZ) detached
from TMi,q. These aggregates (VEZ) are forwarded to randomly chosen agghttiateThe aggregat@UD;
can also get the aggregates (VEZ) of cancer cells from the other aggregates that denote tissue (42-50).

AggregateTM,; describes the behaviour of tumor (Figure 9). This aggregate consists ofVaoket
aggregates for mutated cells (13). Since each of these aggregates has only internal event for division, the
aggregateTM; creates a copy of aggregate using operdfi@munAg(21) if TM; gets the signakq,;. When the
size D(t) of tumor (10) reaches the constdn{21), the amount of cancer cells converges, leading to the situation
when the calculation of them becomes meaningless and an internal structural event is initiated — formation of
invasive cancer (23). In the event of cancer (29-32), the continuous component is activated for generation of
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metastases (31), at the same time one of internal aggregates (37) is removed and sent to it surrounding aggregate
AUD; using signal (38).

TV( p:( XD, Y(D, E(1), Z(1), H(Y), &1, A(t),R(t)) , 20. H(e{jivj) : I/ Division of cancer cells
1. X() ={ X, Xneurd — INpUt signals. 21. TM( 1) = QOUPAGTM ({0, L j Lo, if D(ty) <k,
2. X} = Yver Ymed — OUtpUL sigNals. 22. if O5)> kn W€, t,)=0A WES,t,) =0 then
3.E} ={ &, } - external events. 23, W, t) =t + 44
4. B ={ € €} — internal events for structural changes , 24. else
5. /€] — cancer formation g, — metastasis formation. 25. W, o) = WEL )
6. Controlling sequences: 26. H(g,s) : // Receipt of cancer cell during metastasis
7. Il€] > 1 — duration of cancer formation, 27. TM(tmg) = ADdAGRTM; (1) VEZ,1), if D(ty) <k,
8. /ley > u? - duration of metastasis formation, 28 where r={ 1y, ¥iv > TM. %}, L =VEZ-
0. v(t): D(t) —discrete component , 29. H(€)): /l Cancer formation
10. /D(t) —size of tumour (amount of celldp()="V (t) . 80. WEL ) =20
11. 7 )t={ Wé 1), e t,.)} - continuous component. 3L WE ) =tm+ sk -
12. // At)=V(t) - internal aggregates 32. Q)Y =Yy,
13. /IV(Y) <{L;, L,..,L,} —setofcells. 33. H(€}) : // Metastasis formation
14. KY)=1{L, yay = TM; Xy, | —internal couplings. 34, WE ) =ty + 2,
15. K)t={ H &, H . H¢,). He,)} -transition operators. ~ 35.  TM( 1) = COUPAGTM (£, L j Lyeu)
16. Ot={ GB ©9, G¢,) Qe.y)} —output operators. 36. whereL; = rand(V (t,,))
17.State at initial time moment tz( t) ={ o, oo} , X (t,) =@ 37.  TM;(ty.,) = RemoveAGM; (t,).L;).
18.E'(to) =2 . M(19 ={ Yued . H § ={ H &), K&}, 38. Q) Yne=(VEZ), VEZ=L,;.

19.G ) ={ &N}, Rlty)=2, Alty)=2 .

Figure 9. Description of aggregatd M;

3.3 Model verification based on graph of accessible states

The dynPLA model presented in Section 3.2 is checked using the verification approach — graph of
accessible states [5].

The graph vertices of aggregateare composed from three coordinates: 1. Cell divisidg) ; 2. Cell
apoptosisw(e}) ; 3. Cell mutationw(e}) . Since aggregatels structure is fixed, graph vertices are made of the
same components.

The graph vertices of aggregaf®l, are composed from the following coordinates: 1. The number of
cancer cellsD(t); 2. The formation of cancem(€); 3. The appearance of metastass(®)); 4. The internal
aggregate’s L,, jzl_n state: (100)", where (100" - coordinates of internal aggregates,

Lo0E (100),(1L00,..,(L00), n=D(t).
The graph vertices of tissue aggregAtgD; are composed from such coordinates: 1. The number of
normal cellsSV(t) 2. The state of tissuEL(t); 3. The state of tumoST(t); 4. The state of each aggregate

L, j=ﬁ; 5. The state of aggregai®/,. The structural changes in aggregatéD; determine that the set of
coordinates for graph vertices can vary (Figure 10.).

1: (10,0@1)

, |
&, AUD
g €, e, a) Coordinates of the®lvertex
e X
" . 1
@ 4 (0.1.0,(1,0,0,1,0,07)y4— & 5 (1,1.0,(1,1,1)",(1,0,0,(1,00)) 4:(010,(100,(100))
[—;

L1
|
™

AUD

b) Coordinates of the™vertex

Figure 1Q. The fragment of state graph for aggregattAUD,; Figure 11. Coordinates of graph vertices

- 163 -



The first vertex of given graph describes the initial state of aggregdte(tjf)=1, determining the
coordinates as shown in Figure 11 a. If the internal eeintmutation) for a cell; occurs, the external signal is
sent, resulting the migration to a new state —the fourth one based on opetigdgysand H(el;,, ) . The actions

performed as in operatoH(€/;) change the aggregate’s state to a va{u@0). The fulfilment of operator
H(ey,) determines that aggregali®/; is created using operatigxddAgR as well as its coordinates (0,0,0) are
added. Employing the operatidinansportAgRaggregaté.; is moved to aggregafEV;, thus the state extends to
avalue (100,(10,0)") . Finally, the coordinates of the fourth state obtain a value as given in Figurdf he.
internal evente; (division) for a aggregatk; occurs, the new aggregdte with coordinates (1,1,1) is created

using operationAddAg The new vertex 2:(200,(L11)?) is reached. During the internal eved} (apoptosis),
aggregatd_,; is removed based on operatiBamoveAg as well as the new stat8: (000) is obtained. In the

same way the other coordinates of graph vertices are varying, since they are under influence of operations for
structural changes used in specification.

4  Conclusions

Based on the definition of extended dynPLA model, each dynPLA model can exist as separate
aggregate at one time moment, and as aggregate system at other time moment. This allowed to naturally describe
complex biological processes, such as the division of cells, cancer spread and others. The introduced ADT
enabled to represent the number of actions used to perform structural changes as separate operations, and thus to
shorten the description of dynamic changes in a system. In addition, there is a possibility to extend the
specification by introducing the new operations if needed, that greatly increase the flexibility of structure-change
modeling. The formal ADT description was presented that allowed to specify dynPLA structural changes as
object-oriented and in unambiguous way.

The model of biological system, such as the cancer spread in tissues, was presented to demonstrate the
usage of ADT to describe the structural changes, such as the formation of AddAgR, the death of cells
(RemoveAy the division of cellsGloungAg, the migration of cellsTransportAgRR The graph of accessible
staes was created to ensure the correctness of model specification with data abstractions used to describe the
structural changes in the modeled system.
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Abstract. In every high school it is most important to build school schedule for high school pupils. Every
pupil of high school can choose individual lessons and has individual schedule. The problem is more
complicated when the every pupil has possibilities to choose not only subjects, but hour per week of this
subject too. However, as the number of teachers, number of pupils, number of different subjects, number
of different subject hours, time slots and the constraints increases, the required time to find at least one
feasible solution grows exponentially. All pupils, which have the same subject, are grouped to the
subject-groups. Every subject-group has own teacher. The high school schedule is created from these
subject-groups. The article includes such aims: development and estimation of real high school timetables
program; comparison results of real high school schedule and automatically optimized schedule.

Key words: High school timetabling, optimal scheduling, subject-groups forming, heuristics evaluation.

1 Introduction

A timetable specifies which people meet at which location and at what time. The timing of events must
be such that nobody has more than one event at the same time. School timetabling as a term refers to the
construction of weekly timetables for schools of secondary education [14]. Specific feature of school timetabling
field is a great number of research papers and widely used commercial software. Therefore a discussion of new
results will be.

The events are lessons in a subject, taught by a teacher to a group of pupils in a single room. The
timetable assigns a teacher, a pupils group, a room, and a time slot to each lesson. The pupil groups are specific
to the subject, we call them subject-groups. A high school is referred here as the last grades of a high school or
gymnasium where the pupils can mostly choose their preferred learning profile subjects. Therefore, this task is
more complex in comparison with a secondary school scheduling without high school classes.

Some combinations of assignments lead to acceptable timetables, constraints follow from conditions
imposed by rooms, pupils or teachers. We distinguish two types of constraints: conditions that must be met
(“hard” constraints) and desires that should be fulfilled as well as possible (“soft” constraints). An important set
of soft constraints is defined by didactic reasons. For example, by placing “hard” subjects, such as mathematics
or physics, into morning hours. The maximal number of daily hours Tmax is obviously a hard constraint.
Timetabling can be generally defined as the activity of assigning, subject to constraints, a number of events to a
limited number of time periods and locations such, that desirable objectives are satisfied as nearly as possible
[26]. Educational timetabling can be divided into three main classes: school timetabling, course timetabling and
exam timetabling [15]. The goal is to find a timetable that satisfies all the hard constraints and minimizes the
violation of soft constraints.

2 Overview of publications

A survey on educational timetabling problems [23] gives an overview of the literature. Overviews on
examination timetabling and university course timetabling are in [4, 12, 13]. A comprehensive overview of
formulations and of state-of-the-art approaches is in the surveys [4, 7, 8, 13, 15], in the proceedings of the
PATAT conferences [5 -7, 9, 10] and in the Lecture Notes in Computer Science series [9 — 11]. The European
working group on automated timetabling (EURO-WATT) maintains a website with information on timetabling
problems [25].

3 New Elements

The first new element of this work is the application and systematic investigation of the Bayesian
Heuristic Approach [20] for optimization of heuristic parameters. These include the initial temperature and the
cooling rate of Simulating Annealing (SA) algorithm and the randomization parameter of the local search
algorithm. The formulation of the objective function in terms of Pareto optimality seems to be new in the field of
school scheduling. The paper describes apparently the first web-based platform-independent implementation of
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the software. Java servlet provides conditions for application at any school with internet connection. Any web
browser works, no additional software is needed. Note that efficiency of recent versions of Java is close to that of
the most efficient programming languages [9].

4  Defining Optimization Problem

Ministry of Education of the Republic of Lithuania has confirmed basic rules for high school schedule
forming. They can be complementary of each school's rules and restrictions. However, the main purpose of these
limitations is to develop a schedule, which would evaluate of the Ministry of Education requirements. In
addition, this schedule must be acceptable to both: pupils and teachers.

Required schedule restrictions (formed by the Ministry of Education):
Working daysd per week must be <5.

The teacher simultaneously cannot work in several different places.
The teacher cannot have more than 36 hours per week.

The pupil simultaneously cannot learn few different subjects.

A pupil i may have28 <i < 32lessons per week.

It cannot be more thgrk7 lessong per day.

Number of pupils in one subject-group can & <i < 30.

In each classroom simultaneously cannot be several different types of subjects (for example,
mathematics and physics).

9. Subjects, requiring special measures or facilities, shall be taught in the special classrooms (for

example, IT, chemistry etc.).

Technically any required restriction violations cannot be broken. There can be only some minor
offenses necessary restrictions, if it significantly improves the quality of the schedule. To define with timetable
is good or bad we use penalty points. The penalty poayt’svhich assessing these restrictions, should be
imposed very strictly.

The main required penalty point’s restrictions function is as follows:
F=2GN,, (1)
r

© N g~ wNE

here ¢, — penalty for required restrictian N, — number of required restriction. In this casel, .., 9

Some of required restrictions can be evaluated by the individual rules of each school. Such
requirements are called needful, or “soft” constrains. They are valued differently in each school.

The main needful restrictions of the schedule include:

e Elimination of “windows” in teacher’s schedule.

e Elimination of “windows” in pupil’s schedule.

e Unacceptable working hours.

e Unacceptable workdays.

e Unacceptable order of subjects.

e Changing of pupils in the formed subject-group.
Usually penalty points for these restrictions are as follows:
Cm — penalty for the “window” on teachemsschedule.

Cs — penalty for the “window” on pupilsschedule.

Cmv— penalty for “bad” houv of teachem.

Cmd— penalty for “bad” dayl of teachem.

Csv— penalty for “bad” houv of pupil s.

Cod — Penalty for violation of pedagogical didagid.

Cmg— Penalty of the list change of subject-grgugught by teachem.

“Bad” hour/day is the hour/day, when teacher/pupil already has a work hour. Pedagogical didactic
evaluates the difficulty of subjects. Most difficult subjects must be in the 1-4 lessons during the day. Less
important subjects — in the end of the day. The importance of every subject is written in initial data file.

The sum function of the needed restrictions penalty points is as follows:
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m s m v

+Z%Cmd|-(rjn+zz Cva\éJerdeLpd +Zcmg|-nv
m s v p n

()

here L,,— number of “windows” on teachers schedule; L,— number of “windows” on pupils
schedule; LY, — number of “bad” houry on the teachersn schedule; L% — number of “bad” daysl on the
teachersm schedule; LY — number of “bad” hours on the pupilss schedule)L,q — number of pedagogical
didacticpd violations; L, — numbem of changing formed subject-group.

All physical restrictions and inconveniences are showed in Figure 1.

Schedule

Required restrictions N ( Needful restrictions
*Oneteacher in one place *Stability o the group
*One pupilin one lesson +*Lesson in the special pace
*Number of the lessons per day *Free days for the teacher
*Number of the classrooms +Gap for the pupil
+» Gap for the teacher

\ AN S

Figure 1. Restrictions for a creation of high school schedule

A compromise solution is reached by defining penalties for violation of constraints and disregarding
inconveniences. Therefore, penalty points are calculated:

F=F +F,. 3)

where,F; — is a sum of the penalties for the required restrictibps; is a sum of the penalties for the needful
restrictions (disregarding inconveniences). Optimal schedule will be schedule, which has as less as possible
penalty points. To find such schedule, objective funckoshould be optimized. To not analyze the schedules

with same number of penalty points, Pareto optimality was formulated. So we will get less variants to analyze
and will save the users time. The optimization problem is

minF(z), (4)

where,F(z) is the total penalty of some scheddlé is the set of schedules satisfying the physical constraints.
The penaltie§(r) depend on expert evaluations, therefore we regard them as heuristics.

5 “School schedule optimization” program working steps
“School schedule optimization” program designed to high school scheduling.

G,[S;] DMS.]
T \‘ \ \l \I \‘ \‘ \‘ \‘ \‘ \“\“\“I“ |‘ I DM [sx]
H HHHG 2 [S)1 P [ A [ T [ X B
H P 1‘1‘“‘61[& D.MJS, 1 ‘I DMS,]
H =R reating schedule H . J
H H-S21 14 :?}sw Forming ofa j;’] — g)rT(eafherhA;,] A %L M:[S‘I DIAMZ‘[SXI
H pupil group of L / 3 T T
B subject Dy for HHP 2 '3 6 DM S, DM [S|DM[S]
HH teacher M Frtsai 7 [ | I ]
i CEs o, HEHE S
Figure 2. Forming subject-groups to teachers Figure 3. Time table for teachers creation

Figure 2 illustrates how subject-groups are assigned to teachers. Herespudifoi®i groupsG; are
grouped to the groups with identical subjBgtldentical subject has same name and same hours per week. These
groups are called subject-groups (witpupils in the group) and assigned to the teabheFigure 3 shows how
teacher’s timetables are created. The subject-gr@ypHS,], with teacherM,, subjectD, and pupils of this
subject-groupS,, are putted to the free class-room and to school timetable. When process is finalized, the
optimization process is ready to start.
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After optimizing, we can see such results of this program:
e school schedule;

e individual pupils schedules;

e individual teachers schedules;

e individual room schedules;

e subject-group schedules;

All results user can see in the program (on working time), or download them as archive personal
computer. The program does not require much effort to the user, the payment to work with a computer, or a lot
of time to understand how system works.

6 Optimization Methods

6.1. Defining Neighbourhood

Many different definitions can be used defining neighbourhood in a set A of feasible timdtafies
definition is important because local search is performed in the neighbourhood of the given point. We search for
better timetables by subsequent closing of gaps for pupils and teachers. In this case the neighbours of a timetable
d’ are all timetabled” that can be reached fromh by a sequence of closing gap operations. This way we obtain
locally optimald*(d’) that depends on the initial pouht

Local search can be randomized by selecting current candidate (a pupil or a teacher) for gap closing
with some probabilityx,. Closing gaps for randomly selected pupils and teachers, we modify the search
sajuences. However, this not helps to reach the global optimum since the neighbourhood remains the same.

6.2. Escaping Neighbourhood

Simplest algorithm to search for global optimum is just random search with uniform distribution of
observations (observation is calculation of the objective function at some fixed point). The advantages are
simplicity and convergence to a global minimum of continuous functions. A well-known way to escape the local
minimum is Simulated Annealing [1, 2, 14, 19, 21, 22]. Denote

Sp = F(d™)-F(d"), ®)

Hered" is a current timetablel™" is a new timetable generated by closing gap operation. Define the

probability
75!1

pn =e>glln(l+x2n) ’ if 5n >0

(6)

p,=1if 6,<0 @

where parameteq is the “initial temperature”, parameterdefines the “cooling rate”. SA algorithm means:
go to new timetable 8" with probability p, (8

To apply the SA to a specific problem, one must specify the paramgtadx,. The choice can have a
significant impact on the method's effectiveness. Unfortunately, there are no choices of these parameters that
will be good for all problems.

X1=100—1 000 Xz2=1-10
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200 &00 1000 1400 1800 2200 o Joo 1000 1500 2000 2500
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Figure 4. The best results of SA using different parameters
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Analyzing Figure 4, we see different results using different initial parameters. Here difference of
penalty points (between initial and optimal schedules) is calculated. Every column is receivetiO@fter
experiments with fixed initial parameters (lteratiors,and x,). In the left side of Figure 2 the results are
grouped byx, whenx; was betweerd00 and100Q In the right side, the results are groupedkpwhenx, was
betweenl and10. There are showed only best results after.

6.3. Bayesian Heuristic Approach

The Bayesian Heuristic Approach was designed for automatic optimization of heuristic parameters by
filtering the noise during optimization of multi-modal functions [20]. We need to optimize three heuristic
parameters = (X, X, X). Optimal parameters are obtained using the data of some specific school.

We cannot see optimal parameter,ss, of SA. Optimal results depend on the initial soft constrains and
number of iteration. A way to adapt these parameters to a given problem is automatic optimization. This is not an
easy problem since we need optimize multi-modal function with considerable noise. Here the Bayesian Heuristic
Approach (BHA) [20] is useful.

Figures 5 and 6 illustrate efficiency of automatic adaptation of SA parameters using BHA. In these
figures, the difference between initial and optimal timetable is showed. There tW@0smeeriments with every
different SA iteration. SA parameters were set automatically. Figure 3 shows, that method is more efficient as
more SA iteration are used. Figure 4 illustrates the best results what was shownl@Qréxperiments with
every different SA iteration. There we can see, that the best results we will get when it will be many SA and
BHA iterations.

Method of Bayesian Approach (BA) Method of Bayesian Approach (BA)

10000

5000
5000

1000
1000

SO0

500

B 100 tterationsof BA;

474 B50 iterations of BA, 100

100

O35 oterations of BA;

B 100 terabions ot BA;
B50iterations of BA,
O 5 ileralions ol B,

50 ol

Iterations of the SA method

Iterations of the Simulated Amnealing method

o] 2000 4000 6000 8000 10000 12000 0 Su00 1ouon 15000 20000 25000

Betterment (difference between penalty points) Bettermnend (differents between peaally puinds)

Figure 5. Average of 100 experiments results using BHA  Figure 6. The best results of BHA after 100 experiments
with each different SA iteration

However, the results can be used in similar schools as an approximation.

7  Comparison of results

Here are compared such results: real schedule created in a Lithuanian high school and, from pupils and
teachers wishes, created and optimized schedule. Schedule was automatically optimized with Bayes method the
results we can see in Figure 7. Both, schedule and data are from the same school and same classes.

Evaluating both types of schedules, penalty points were calculating for:

e pupil window — 5;

e teacher window — 300;

e teachers wished free time — 10;

e exceeding maximum hour limit — 2000;

e pedagogical didactic — 5.

Sum of seted penalty points for the real schedule388020 It is always same, because after finishing
the creation process it can't be changed. Sum of penalty points after optimization process (was seted same
penalty points) are showed in the Figure 5. There are few results after optimization with different initial
parameters of optimisation method Bayes. The results are different while every time schedule is created from the
new point.
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Bayes method
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Penalty points after optimization

Number of experiments

Figure 7. Penalty points after creating and optimizing schedule from initial data file

As we can see, the optimization results are much better as real schedule result. It is so, while
optimization program creates and optimizes schedule only for high school classes. However, teacher can work in
basic school to. However, in Lithuanian schools schedule creating starts from high school classes schedule.
“School schedule optimization” program is working same way.

8 Optimization in Commercial Software

We discuss optimization possibilities of the following three commercial timetabling systems currently
used in Lithuanian high schools: “Mimosa 2009”, “aSc TimeTables 2009”, and “Rector 2009".

“Mimosa 2009” [18] is the product of the Finnish company “Mimosa Software Ltd”. “Mimosa”
provides convenient GUI for manual timetabling and reports constraints violations.
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Figure 8. A fragment of “Mimosa 2009” output

Figure 8 shows a fragment of the output. In the upper-left side we can see pupils schedule, under it —
pupils of the subject-group and in the right side — individual schedules of every pupil in the subject-group. The
form is acceptable for Lithuanian schools. For example, “Ch3BK” means a chemistry lessons, pupils from 3-rd
level, will learn as basic course. Optimization is limited to closing some gaps in teacher’'s schedules. The
software is popular in basic schools. Application in upper classes of high schools is possible within some strict
limitations by setting individual pupil schedules. Long and hard manual work is needed if the school is large.
Any penalty points are calculated in this program.

To compare results of different automatic optimization methods we need procedures for evaluation of
undesirable factors in some fixed scales. In this paper, it is done in the framework of Pareto optimality [16]. The
commercial software does not support this, since no direct comparison of decisions quality cannot be made.
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“Rector 2009” [24] is the product of the Russian company “P. Yu. Smykalov”. Figure 9 shows a
fragment of output in the format similar to MS “Excel” forms used in local schools. In the upper side the subject
for the group 12a are showed. Under it — all groups, lessons per week, subjects and teachers are showed. Green
colour means, that no one works at the same time in two places. Reports, if one is trying to insert data to wrong
place, are showed in red colour. Convenient for basic school scheduling. No automatic optimization.

o P

Pardte _[savate_[oalvc [ [~

: e t2e RN Wt
e — 126 Mal Lk | Ges

Figure 9. A fragment of “Rector 2009” output Figure 10. A fragment of “aSc TimeTable 2009” output

“aSc TimeTables 2009” [3] is the product of the Slovak company “Applied Software Consultants s.r.0”".
A fragment of resulting timetable for Monday and Tuesday in a compact form for eight pupil subject-groups is in
Figure 10. The results of experimental calculations are in Table 1. They show that the software works well in
basic schools and is not practical in large high schools. Any penalty points are calculated.

Table 1. Testing ,aSc TimeTables 2009*
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A timetable that satisfies all necessary conditions is regarded as feasible. A feasible timetable is optimal
if it minimizes all undesirable factors. To compare the quality of different feasible timetables we must evaluate
at least the most important undesirable factors. The difficulty is that desirability is subjective by definition and
depends on the local conditions. This prevents comparison of results obtained by automatic optimization with
decisions made by human operator.

9 Concluding Remarks

e The new element of this work is application and systematic investigation of the Bayesian Heuristic
Approach (BHA) [20] to optimization of heuristic parameters (with penalty points). These include the
initial temperature and the cooling rate of SA algorithm and the randomization parameter of the local
search algorithm.
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BHA is intended for global optimization of functions with noise what is typical in optimization of
heuristic parameters.

The formulation of the objective function in terms of Pareto optimality seems to be new in the field of
school scheduling.

Application in some large schools shows some advantages comparing with commercial software. The
web-site: http://soften.ktu.lt/~mockus and accompanying web-sites include corresponding.
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